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1 How we do it now

1.1 Semi-automatic hair modeling tool based on single image

After simple user interaction annotation on the input image, the system will generate hair
model in strand level without more user interaction. This solution is mainly based on the pipeline of
[Chai et al., 2016] and we referenced some other papers to add more flexibility to artists’ refinement
and control. The generated hair modeling finally can be used in physically based simulation. Some
early papers’ results can not be used for simulation, such as [Chai et al., 2012, Chai et al., 2013].

Given a portrait I,as shown in figure 1(a):
a.We need artists to select the hair region and this can be done by many interactive segmentation
methods like [Liu et al., 2009] and we get the hair mask M ,as shown in figure 1(b);

(b) M (¢) Dgense = ((cos +1)/2,(sin+1)/2,0)
K 1:

b.After getting the hair region M, according to the paper [Chai et al., 2012]’s iterative direc-

tion filter method which is a modified version of the paper [Paris et al., 2004], we get the direction
map of hair region named as theta map D and the confidence map to this direction estimation C'

(a‘) CO (b) 03 (C) Cﬁ (d) Dsparse() (e) Dspa7‘se3 (f) DsparseG

K| 2: As shown, we get refined sparse direction field and confidence map iteratively

c.Because of the image’s noise in generation or filming, our system will truncate the theta map
D according to the confidence map C, that we regard the direction estimation whose confidence
map value is higher that a given threshold is reliable. Then we can get the useful sparse direction
estimation Dgpgrse,as shown in figure 2;
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(a) semantic annotation by user interaction

K| 3: semantic annotation by user interaction (a) Dsparse (b) Diparse/correct

Kl 4: We correct the direction map (a) from
filtering in the range [0,pi] by annotation and
get the direction map (b) in the range [0,2pi]
without ambiguity.

d.Because the direction map from filtering is ambiguous as shown in [Chai et al., 2013], that we
can not judge whether the direction is right or its opposite direction is right( we define the direction
from the scalp to outside is the right direction, but the filter can not get this high-level semantic
meaning), we give the artist or other user a interaction interface,as shown in figure 3, and let the
user to segment the hair region into some sub-regions and annotate the general direction from scalp
to outside by their observation. According to this annotated results, we check whether the sparse
direction Dgpqrse from filtering is right or not, and get the corrected version Dypqrse/correct,as shown

in the figure 4;

e.For getting the dense direction field in hair region for each pixel as Dge,se, we diffuse the
sparse corrected direction map from last step Dyparse/correct into the whole hair region(A quadratic

optimization is needed as shown in [Fu et al., 2007]). Then we get the Dgepnse, as shown in the
figure 1(c);

(a)The 3D hair model database
[ 5:

Kl 6: A strip from a hair model can be rep-
resented by polyline for simplicity of distance
computation.

f.We collect 305 hair model represented by some strips, as shown in the figure 5, and we
recombine these models to augment the hair database into about 40k, and we need to project them
into 2D to get their direction map D* and hair region mask M* for retrieval;

In details, we get the strip set of each model by Union-find Set, then represent each strip using
polyline, as shown in the figure 6, compute the distance between each pair of polyline and get nxn
distance matrix. According to Agglomerative Clustering algorithm(There are alternative methods

(SpectralClustering, AffinityPropagation, DBSCAN, OPTICS) , but according to the experiment
results, the quality of Agglomerative Clustering is best), we cluster the model into several large
strip sets, and for each two models, we recombine them by adding new cluster and removing conflict

cluster on the cluster level (From two point clouds’ hausdorff distance, we can judge the possibility
of conflict) and generate new hair model to augment the hair database, as shown in figure 7.
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&l 7: In each sub figure, we cluster the medium and right shown by different colors and do recom-
bination between clusters to generate new hair style as left.

g.We can retrieval in the hair database to find the best candidates matching the given image’s
direction field Dgyepse or regress by deep learning; we show one of the candidates h; in figure 8(a)
matching the given image I. For the next step, we need to fit a face model and get the camera
parameter first to align the selected hair model with the given image I.

In details, we first get 68 face landmarks from the give image I as shown in figure 8(d) using
the state of the art 2D or 3D face landmark detection method [Bulat and Tzimiropoulos, 20181
and fit a 3D face morphing model and estimate the camera parameter based on basel face mode
2009 database [Paysan et al., 2009] by solving a non-linear least square problem using trust region
method. We project our reconstructed 3D face model and selected hair model into 2D, showing the
difference of the given landmarks and our projected landmarks in figure 8(e). We further render hair
model and face model by OpenGL in the given image’s pose to get the corresponding segmentation
area as shown in figure 8(f).

(a) selected model (b)show in another pose (c) the given image (d) the given landmarks

(e) the estimated landmarks  (f) render to segment  (g)mesh after deformation

¥ 8: As shown, we select the hair model best matching the given image and fit a face model to the
given image and estimate the camera parameter of the given image.

We also show some other cases of the image based face fitting results to verify the estimated
camera parameter is right as shown in figure 9.
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(a) face from image (b) show in another pose (c) without color from image

K 9: We fit the face based on BFM 2009 first for estimating the camera parameter and we show
some other cases in this step.

h.For each hair model h; in the best candidate set S, first we do boundary matching between it
and the given image’s hair boundary by solving a dynamic programming as shown in [Forney, 1973].

In details, we get the hair region from last step as shown in figure 10(a) and apply Gaussian
filter to smooth the result to get the contour line of hair model. Now we have the contour line of
the hair model and the contour line of the given image’s hair mask as show in figure 10.

10N

(a) hair region ) after smoothing ) hair mask of image (d) contour line comparison

K 10: We get the hair region of the selected model and smooth it for contour line extraction.

We sample some points on two contour lines and get their best correspondence by minimizing
this energy 1 using a dynamic programming as shown in [Forney, 1973]. In [Chai et al., 2016], the
energy term 3 is to penalize the difference of the hair boundary edge and image boundary edge
in Euclidean distance measure, but clearly, we should penalize the difference of the edge length in
geodesic distance measure. As shown in 11, we can see that [Chai et al., 2016]’s method can not
get the right correspondence and after our modification, the correspondence is right.

H}Vi[nZ(Ep(PiH) + Ee(PiHv Pil-q',-l)) (1)

pH
E,(P") = |P — P> + A1 — “H-”{w(i))z (2)
B.(P", P/Ly) = (IP/" = PH,| = [Py — Pargsnl)? (3)

(a) contour lines (b) by geodesic distance (c)by [Chai et al., 2016]  (d) wrong area

Kl 11: We get sparse hair boundary correspondence and we modify the wrong formulation in
[Chai et al., 2016].

i.Then we can do warping deformation for the hair model with the image information using
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the method in gDonato and Belongie, 2002, Zhou et al., 2005]. This post processing is correcting
the hair model for better similarity;

(a)2D hair before warping (b)

K 12: We can warping the whole hair domain into the image by thin plain spline method.

In details, we further interpolate the boundary correspondence to every pixel, using the Thin-
Plate-Spline (TPS) method as shown in figure 12. Then we only need to deform the 3D hair
mesh by this correspondence information using some mesh deformation method. Here we select the
Laplacian deformation for keeping local feature. The result is shown in figure 8(g)

Actually, this system has some limitations and there are some possible solutions

for that:
The data augmentation and searching algorithm are not optimal combination. Searching can only
use limited information but actually the local similarity but global dissimilarity will let the searching
algorithm reject. So it is hard to find a good initial candidate that marching the given image well
always. And in this framework, the 2D direction field is not being used well that only step(j)and(g)
use it for selecting candidates but this is too soft to constrain the final generation’s projection
as similar to the given direction field as possible. A deep learning framework is more useful for
local similarity exploration and using 2D direction field as constraint, but on the other hand, the
training will smooth the 3D generation as shown in [Yang et al., 2019]. If we can not only use
the 3D information to supervise the network’s generation but also use the projected 2D direction
field to supervise its 2D projected generation which can be facilitated by differentiable rendering
techniques as [Li et al., 2018, Tewari et al., 2018|, the results may be more realistic. There exist
some works on face modeling like [Tewari et al., 2018] using differentiable rendering, but how to
extend it into hair modeling is not clear. Hair is much easier to deform and its visibility is more
complex compared with face which may be a challenge in this idea.

j.We then select the hair model after warping, selecting the model whose 2D projected direction
field D* matches the given image’s direction field Dg4.,,. best as the final solution hpegy;

k.After getting the best hair model, we voxel it and diffuse it to get dense 3D direction field
D gensesa and then we generate hair strand from scalp according to [Chai et al., 2013].

Here is a almost complete survey of the recent state of the art papers related to image based
hair modeling, from 2012 to 2019, published on SIGGRAPH(Asia) or CVPR. In Chinese now.

2 Survey of Image based Hair Modeling

1.[Luo et al., 2012]: f ] 22 5K [l ff BESFI BRI S AOIRATY B R S ANR Y Sk AR (— J= 30
=AM, AT EAR AP BERN): PRR Sk B BT A O = ', DR (0 AN T 5 1 AR
W HITFZ A1) correspondence 1. [Luo et al., 2012] X4 5K EIGAHEUR 2757 M4FIE, ARIEZAFIE
il MRE (R aRA TR (R S, S R R A5 B TIIAR EE I refine FRAG MY hair

mesh, The key contribution is the orientation map’s importance.

2.[Chai et al., 2012]: fd F B 3K 1E TR 1 AR B8 R A1 500 F P A2 BARE (B G DI Sk & DX
) FE@ 2.5D (IR Sk AR R T R B 6 A BRI relighting (AN W] T B 32 () P PR ASE
U)o XT3k Kk Xl Gabor &I FRASAR G PTHER & 2207 [ 38 Bk 22 7 1) A= BUp % 1 2D Sk
& strand (AR K EFFIR) s Sads & an) 3D Biiiias, XA~ 2D kA& TSl TR B3RS
X 3D Sk, HAEREZ R 3D Sk & 783k & X, annotation to solve the direction ambiguity.
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3.[Chai et al., 2013]: {fi Fi] BLSK IETHT 1) H B B 7 #1080 AR (B Sk R0 4 22 ) Sk BT I
g m) AT TR A BN SE R Sk A A TR AL . i ] P AR R E 4 Gabor fil-
ter FRIGI A 227 0], AR 2D WY Jo L k225 1), FFEH [Chai et al., 2012] F)J7IEALTHHEE
JEAE ERARMEERY 3D Jrm), AT diffuse ZRAGHIRM 3D K&, e H—Fhak Ak
KA, A MK B A K 13k & . The key contribution is the novel hair generation algorithm.

4.[Luo et al., 2013]: i I 22 5K AN [R] £ BEHAHE 0 3K A ARAS 10 B0 A AT TR E40L i 58 B 1) =k At
B (5RE FEMRIF). 1. @ik PMVS algorithm &5 7z, 2. ### [Luo et al., 2012] $144 2D J7
M, 3. MR 1,2 5 E A 3D Hiajdg, 4. 3K Ribbons F/Rf) 3D kAR (M H Rz, #4353
LRz, D7 GRS T TAIAg — M) ), this is useful to convert a 3D direction field into a hair
model expressed by ribbons, 5. Sk % .

5.[Hu et al., 2014b]: {if Jfl 22 5K A 7] A 2085 0 3k 4R A5 10 B A sz 29 R 5 o R B3 1
L. J#5d [Luo et al., 2013] [ RIS M AU 3D JFnpdg, 2. IR dEi s — a1
B PE, 3. R A Sz R PR fitting (FB4F VLR, AHEEHE), 4.diffuse and hair generation
as[Luo et al., 2013]. data driven strategy

6.[Xu et al., 2014]: Fh75k & #HE from video, HasZ .

7.[Hu et al., 2014al: {fi ] 2 5KAN 5] A BEAR B Sk A 3RASHY BOR A= 10T ) TRAURY 8 B Sk A
B, HAEIRAUA B Sk B AN WIIRFESI, B [Luo et al., 2013] (77 [ PR M7 ¥R R 0, Wl DA
TEATSHIA S = BTG OU R . 3RAFEL [Luo et al., 2013] HAFRYSER . BB SoRPBALIAE ) &
KA XTI sparse hair strand 7 ICP fitting, X J5HRHE 55 2 % W 1K) sparse hair strand 4 h,
Sk B ribbons R, {HZA [Luo et al., 2013] Afa], ‘B fitting J5 MLl Sk & &k 2110
1651 4% ribbon B, $Rm BN, (@2 Bk g R &, HHE [Luo et al., 2013] e J5Hf4H 4y E
FIAE-. The key idea is using the simulated examples as the direction guidance.

8.[Chai et al., 2015]: il fj— 3K BAGK IR AT 1 2 P 1y A1 B P B RS B Y R JEE 14 o shape
from shading. 1. #3053k A XIAN G DAY EEASTEAR, 2. (] SE'S AT IAG 8 14 3K A A
BRI, 3. 8 i A T R 2 R R 14 Sk AR U AT RIRSK e DRk, BRI TR ) 4. %Y
{EALALoKAE per pixel's depth i 2 BEARIIIR L LR, SES K ) 7 Y R AN A KA A IR e L5
I T, IR I R Sk RS (AR BE T T BRI, AL A i AR R A2 AR —50)

9.[Hu et al., 2015]: fifi Ffj 55K 1181 9 12 B R 8 0 0T ) T BRI Se B i Sk e il . 1. 25
8 R 3k A DRI — SE ARyt FoR BB ) 3 KB ), AE— > =48 3 oA Y oy A 45 e ARy e A L)
YEMABERE, combine ik, #f combine DAJ5 B FESEMRYESS & B4 2D J7 n 3373k & 22 05 1)
deform. A [Chai et al., 2016] B HLRAHL, [HRAE retrieval A{# )R A—4FE, combine Fl
retrieval P A—FE,

10.[Chai et al., 2016]: {47 FH 53K TETET 7 14 4 18 )7 E g ol TP BRASLAUL ) e B ) Sk A . 3l
TR — 1 15 B R R R AR Sk & X k) segmentation mask and 2D direction map, i)l
Zi— 2%, M A] PR A—~ B 18 345X N i hair region segmentation mask and its 2D
direction map; 55— M — A = 4E L AR EPRLE, 8 H 1R E segmentation F1 2D direc-
tion {F B7EACR AL AT RARERL R HATIE AL, mZAMRE [Chai et al., 2013] By AT dif-
fuse and hair generation, Some previous papers’ algorithm’s combination( 1.orientation from Ga-
bor filter from[Luo et al., 2012, Chai et al., 2012] / 2.annatation for solving the ambiguity from
[Chai et al., 2013]/ 3.wisp’s construction from [Luo et al., 2013]/ 4.hair database idea from [Hu et al., 2015]/
5.hair generation algorithm from [Chai et al., 2013] / 6.hair strand deformation algorithm from
[Hu et al., 2015] ) and a novel hair wisp level deformation processing from itself.

11.[Zhang et al., 2017]: {8 H {5 2o A3 VU 5K Sk & B 58 w] T 03Bl i) 52 B ) Sk A il
LGP sk I g AT 2k S Doy BN MR B S BA T, 2. A A TR AL S B il S Ao 2R ot 4 v
REARALY 2 5, 3. MBS R B B T R AR I ALY, R water tight P&
hair mesh,4. X} hair mesh 45 4 545 & K% 47 deform, similar to [Chai et al., 2016],5. X} hair
mesh MEPU5K [ R A S0, MRARSERAETT IR L &G 1 diffuse ZAER, 6. 4283k K . data driven

stategy. sparse multi-view based hair modeling.

12.[Saito et al., 2018]: i fI BRAK IE T4 1 15 & 7 B s nl T BRASLUL ) S 3 ) S iz, 1.
Jl|Zx—1~ VAE,encode the hair feature into the latent space,input is the hair occupancy volume and
flow volume and the output is the reconstructed hair occupancy volume and flow volume. 2. l|%k
—~ hair embedding network Fijll] latent code from input image.

13.[Zhou et al., 2018]: { JiJ BR.5K I 1hT Y 1 12 11 7 A o ] 1) 1 BEASSAUL PG S BE A Sk A 2R 1.
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Jl|Zs—~ AE,encode the 2D orientation info and mask info into a latent space named as hair
feature, decode the hair feature as hair strand feature. hair strand feature H3:FE R H—4 N*M
matrix, N #3k% , L EA M A7 BUS . IZEdEE BT %AE [Chai et al., 2016] £fili -G B
ZF. [Zhou et al., 2018] and [Saito et al., 2018] RAH{), H AL [Zhou et al. 2018} T —1Me%
HEMEBEHEE] hair strand $FE, [Saito et al., 2018] H THHAMAE, —A4 encode/decode , B
—A F R R RAE T o

14.[Zhang et al., 2018]: jii i+ RGB-D AHALE 2 B 7] ) T4 BRALL Y S8 88 1) Sk A AR 1. % color
images ﬁ{T%ﬁEiﬁJﬁHﬁﬁﬁﬁﬁ“ as [Chai et al., 2016],2. F|HEE images $#45 3Dfusion model,3.
M HUR A A F i) RGB P ) hair mask Al 2D direction field 7E—/MHiE XA hair 40
PEPET AR R T AR AL, 4. fyid 3 h SR B R AN A LG fusion model Z A]HY
NNF W), 5. #7 3D g4 sk % . The key idea is combining the global feature given by the
fusion model and the local feature given by the searched model with 2D direction clues.

15.[Liang et al., 2018]: i — B N0 24 8 B 0 U B s = 2Lk & . 1.SFM sz
) visual hull,2. ZBEBX;@MTE’J 2D hair direction and strand ,3. 3# i —WiiF R B A4, @i
2D strands 7}‘@% hair database, 3H(Z£ 1 candidate, 5.global and local deformation of the hair
candidate at strand level.

16.[Zhang and Zheng, 2018]: {if Ji] %S‘{tEEE’J AR P S A T AR ) e R A Sk A AR
M, Y H N idea: il iT )%k single image’s 2D feature( hair mask and 2D direction field) %]
volumetric 3D hair model feature(space occupancy and 3D direction field) FJBLE} using GAN, of
course, some needed post-processing(smooth and hair strand deformation)

17.[Nam et al., 2019]: {8 ] 22 5K 5] A AR B 1) S S SRAT 4 BE 3 2R R T TS UL ) S8 B ) 3k
KAEAL . MVS->strand generation-> refine.1. —A4NFf{) MVS ¥ (line-based PatchMatch multi-
view stereo) A EAGHN H o (BRI LB (S ALEM ) ), 2. B hair strand
from Sz, 3. FIH R Z A image refine hair strand, G KA3L % . The key contribution
is the high accuracy of the reconstructed hair strand but the weakness is that the hair strand is not
generated from the scalp so that it can not be used in physical simulation.

18.[Yang et al., 2019] NS B R from video by DCNN., YIZBNM s, — T4 W,
SRR, — AR AR AR P TS (8] ) warping field, ﬁ}ﬁ%@/\%u%ﬁﬂzﬁlu
BRI Sk A, Bm l_l_—/\ﬂl [Xu et al., 2014] FHRIR T2 Q’Jﬂiﬁ:ﬂﬁ H#H1T correction FRAF A
MBSk KGR . Ha5 85T smooth, @%/l‘ local details.

According to the strategy difference in these papers, we can classify them into:

1.dense multi-view based static hair modeling:
a.point cloud from MVS -> fitted ribbons -> strands:[Luo et al., 2012, Luo et al., 2013, Hu et al., 2014a,
Nam et al., 2019] complex hardware needed, good result
b.(data-driven)point cloud from MVS -> search database -> strands:[Hu et al., 2014b] braid, a

special topic, complex hardware
c.(data-driven)2D strand similar to [Chai et al., 2016] and visual hull from SEM-> search database-

> strand deform:[Liang et al., 2018] need hair database, lightweight hardware needed, complex
pipeline

2.single view or sparse multi-view based static hair modeling;:
a.shape from shading strategy:[Chai et al., 2015] can not be used in simulation
b.estimate 2D direction and depth from single image: [Chai et al., 2012, Chai et al., 2013] can not
be used in simulation
c.(data-driven)2D image feature(direction/ segmentation) -> search(retrieval) candidate in hair
database -> deform hair candidate and generate hair strand: [Hu et al., 2015, Chai et al., 2016,

Zhang et al., 2017, Zhang et al., 2018] need hair database, lightweight hardware needed, can be
used in simulation

d.(DNN based data-driven method):[Zhang and Zheng, 2018, Zhou et al., 2018, Saito et al., 2018]
need hair database, not stable

3.dynamic hair modeling:(a special topic)
a.sparcetime constraint problem:[Xu et al., 2014]
b.DCNN:[Yang et al., 2019]
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Summary of the representation of 2D information and 3D information in these papers:

2D image feature representation : RGB color / hair segmentation mask / hair orientation
field/ depth field

3D hair model representation: ribbons mesh/ strands/ uniform sample strands as matrix/
watertight mesh/ volumetric occupancy and volumetric direction / point cloud
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